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Let us consider a preconditioning for the iterative method for solving a nonsymmetric sparse
linear system with the approximate inverse preconditioner P ,

PAx = Pb,

where A is a given n × n real matrix, b is a given real vector, and x is the solution vector
which is to be determined. In 1991, Gunawardena et al. [1]proposed the modified Gauss-Seidel
method in which P = I + S, with

S = (sij) =

{

−aii+1 fori = 1, 2, · · · , n− 1, j = i+ 1
0 otherwise

In 2002, Kotakemori et al. [2] proposed to use Pm = I + Sm, where Sm is defined by,

Sm = (smij ) =

{

−aiki fori = 1, 2, · · · , n− 1, j ≥ i+ 1
0 otherwise

ki = minj {j|maxj>i+1 |aij}, for i = 1, 2, · · · , n − 1. In addition, the relating preconditioners
are discussed [3, 4]. As you known, the combination of preconditioning and iterative method is
effectiveness.

The Krylov subspace methods include popular methods such as Conjugate Gradients(CG), Bi-
Conjugate Gradients(Bi-CG), Bi-CGstab, CGS and GMRES, etc. And there are the classical
iterative method such as Jacobi, Gauss-Seidel and SOR. The preconditioner K approximates
the coefficient matrix A under the assumption that K−1

v is solved more easily and faster
than A−1

v, where v is a vector which use in Krylov subspace algorithm. The Incomplete
LU decomposition (ILU) and Incomplete Cholesky decomposition (IC) are more widely and
frequently used method for designing the preconditioner. Recently, the methods, which compute
the linear systemKz = v by a classical iterative method at each iteration of the Krylov subspace
method, have proposed by many researchers. These methods are so-called Hybrid algorithm.
In this paper, we propose the Hybrid algorithm which use the Preconditioned SOR-like method
and a Krylov subspace methods.
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